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Abstract: In this study we investigated the probabilistic
analysis of a two-unit warm standby system with subject to
hardware and human error failures. The aim of the present
paper is to study the probabilistic analysis of the system
model. All repair time distributions are taken general where
as all failure time distributions are taken as exponential type.
The first repairman, usually called regular repairman, always
remained with the repair facility, with the known fact that he
might not be able to do some complex repairs within some
tolerable (patience) time. An expert repairman was called for
the system if and only if the regular repairman is unable to do
the job, within some fixed time or on system failure,
whichever occurs first. By using regenerative point technique,
we analyses this system Steady state transition probabilities,
Mean sojourn time, Reliability and mean time to system
failure, Point wise and steady state availability of the system
& Cost benefit analysis of the system.

Keywords: Reliability, Cost benefit analysis, Mean sojourn
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11 INTRODUCTION
Reliability is an important concept at the planning design
and operation stages of various complex systems. Various
authors including [6, 8, 15, 24] have studied the stochastic
behavior of two-unit standby redundant system models and
various measure of system effectiveness where derived by
using regenerative point technique. In these papers the
authors did not consider the concept of human error failure.
It may be observed in electronic systems 20-30% of failure
due to human error. Keeping this fact into consideration
many authors [1-4, 7, 19-20, 26] have studied some standby
system models taking into account the hardware and human
error failure. In all these papers constant failure rates for
hardware and human error have been assumed.
Recently Mahmoud [16] has studied a two-unit cold
standby redundant system subject to hardware and human
error failures. He derived various reliability measures for
the system effectiveness.
Later on Mahmoud and Esmail [17] investigate a two-unit
warm standby system subject to hardware and human error.
The aim of the present paper is to study the probabilistic
analysis of the system model analysed by [17]. All repair
time distributions are taken general where as all failure
time distributions are exponential.
By using regenerative point technique, we analyses this
system model to get various parameters interest as follows:-
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(a) Steady state transition probabilities.

(b) Mean sojourn time.

(c) Reliability and mean time to system failure.

(d) Point wise and steady state availability of the system.
(e) Probability that the repairman is busy.

(f) Cost benefit analysis of the system.

12 MATERIALS AND METHODS

In this study we analyzed the probabilistic analysis of the
system by using of the regenerative processes and have
obtained expressions for the various measure of system
effectiveness such as the time dependent availability,
steady state availability, total fraction of busy period for the
regular and expert repairman and total number of visits by
the expert repairman per unit time. Using the above
measures, profit was calculated. Numerical expression for
steady state availability and the profit function were
obtained and graphs are also drawn for various parameters
involved in the system. We have compared the
characteristic, availability and profit with respect to failure
rate of the system, to determine when they are improved.

1.3 SYSTEM DESCRIPTION AND ASSUMPTIONS

1. The system consists of two identical units. Initially is
operative and the other is kept as warm stand by.

2. Each unit has two modes normal (N) and total failure
(F).

3. The operative unit can fail due to hardware failure and
human error failure.

4. The stand by unit can fail due to warm stand by failure.

5. As soon as the operative unit or warm standby unit fail
other unit is operative.

6. The system failure occurs when both the units fail.

7. The failure time distributions of operative unit and
warm stand by unit are exponential while repair time
distribution are general for three types of repairs.

8. A single repair man is always available with the
system to repair a unit failed due to operation or warm
stand by.

9. The repair discipline is FCFS.

10. The switching and sensing devices are perfect and
instantaneous.

11. All the random variables denoting the failure times,
repair times are stochastically independent.

12. The repaired unit acts as good as new.
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1.4 NOTATIONS AND STAUES OF THE SYSTAM
N, > Unit is in normal mode and operative.
N, : Unit is in normal mode and warm standby.
Fr_l : Failed unit is under repair of type —i, i=1, 2.
F,.‘L : Repair of type-i, | =1, 2 continued from the previous state.
Fr, : Failed unit is under repair of warm standby.
Fn, : Repair of warm stand continued from the previous state.
erl : Failed unit is waiting of repair of type —i, i=1, 2 if repairman is busy
Fw! : Failed unit is waiting of repair of warm standby if repairman is busy.
ﬂlfr_b; f : Constant failure rate of unit when it fails due to hardware failure/ human error failure/ warm standby
failure.

G, (.).g,(.7  :c.d.f and p.d.f. of repair time of hardware failure.
Gg(.).g.(.) :cdf andp.d.f. of repair time of human error failure
G (.12 (.} :cdf andp.d.f. of repair time of warm standby.

Thus, considering the above symbols under the assumption of the system model, the possible states of the system are as:
Up states:

B = (No» N8, = (Fy, Ny

B =(Fp, NoJ 5 33 =1(F,, Ny

Failed states:
g = EFEJ Ewr,_:l 85 = EEK,_r er,,:l P B = EEK,{ Ewrhj
= EFE,{ Ewr,_:l P By = EEK,r Ewr,_j ¥y = EEK,r Ewrhj

The epoch of the transition from states S- to 54, §; to Sg, 35 to 8, 3, to S, 53 to 85, and S5 to Szare non-

regenerative while all the other entrance epoch into the states are regenerative. The possible transitions between the states
along with transition rates/ transition time c.d.f. ‘s are shown in figure 1.1 .

TRANSITION DIAGRAM
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15 TRANSITION PROBABILITIES AND SOJOURN TIME
(@) Let Qj; be the probability that the system transit from S;to S; on or before time t and Qj(t) is the c.d.f. of transition
time from regenerative state S; to S; So by simple probabilistic argument the non zero elements of the matrix

Q=Q; (t) are , ,
oy E't.:[ = II; :gle"mnﬂ_'l'“n'l'“:}'-'du = I.-_T::E ] — g atugd Bl :[
Q'}E E't.j = -rl'-_: &26-':"-"“5" By = u,__-l-::m(]' —_ E-'\I-_'lla-ln,}t ;I

Qe E.t;] —_ I‘; &gg-l;n,_-inh-i S5y = L El - g-':n._-inh-in}?t j

o ity iy
Quo(®) = [e~ et g, (u)
el = I; g~ eaT 5 g, ()
Qug (1 =[5 o077 dG(u) (1-6)

(b) To obtain an expression for Q'ﬁ} [tj we suppose that the system transit from state 5, to 5, during the time
interval (u, u+ du) ,u = t; the probability of this event is
oy G, (u)du
Further, suppose that the system pass from state S, to54 during the interval (v, v+ dv) in (u, t) the probability of this event
|.lII 'x'}
Fi (a
Thus,

() - =gy ¥ . Tt dG. (%) |
Ly -fc:- W e i '-P'CH_EA:[I:ln -ru Ej‘-@z : O<u<v<t
= ;‘gl II; dGl 1.1} II; E--':I-_'f Ia:".] du
I dcl:_ :I — —l—.‘li| E--I\‘i .HB}YdrEl E\{]

u-l-n

= =y g v dG, (vl
_l'l:&ﬂe QG(jdu_f e T

=t ft dGy (u) 7 o2 =M du
—=[ dﬁlﬁ?}——“—.f ~lea V4G, (v)

n.-in

ns-‘.- = PR, tdGg (vl
_fctme Ty () du _1' =

= —i [1dG,(¥) — A [le™®e Y dGy (v)

_I ﬂlﬁ'-"“ "'“a}'-'u u}d I‘t dGg (vl

E.Iu}

—i— [; d6; (*-’3[——'—.1“ ~(ee sl 4G, (v)

n 'I'It
|B} _rt -I "-" ‘Qua?tuﬁduj‘: dE_E%
T —lw, e
n-ht ..r dG, E"j_ 'r e s
AT = Laps™ i L=
1 —'n &
T -iu -ru dG (v} — o s dG, (v V) .
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(© Steady state transition probability: The steady state transition probability can be obtained by using result

Py = Hm,_... Gyl And Piim - ]'imt'mq“ ©

Therefore, taking the limt © —+ = in the above (1-12) the transition probabilities we get as follows:-

B L-U J‘ Cf‘q_ﬁ'-' TRy n:}l.d_t —_

i "‘5"“1

— 9 T 1T = L
PL!.:' Et} j “-‘I ¥ - }}tdt BT En'l'il
Poa(t) = [a e~ matateingy = o

By iy ity

Pt = [ g Batuglt d6, (1) = 8y (o + o)
palti=[ g Batuglt d6, (1) = ooy + w;)
Pau(t:[ = .f SR (t:[ =G loy + o)
p;_"f' [ d6, (9 — S femletnlidg, (9
= “ ——[1 — Gy (o + )]
P =2 [d6y (§ — - fem 0 aG, ()
= —2—[1- 8, (0 +ay)]

By iy,

Pa = [ d6, (9 — A= [ o™t G, ()
= [:I. ﬁn[:!.l-l-mn[]

pél—mfcm () — o [ e d6, (9
l“ —i[1 - &, (:!.j_-l-:t.ﬂ[]

P = o[ d6, (0 - - feminrulae (9
=-[1- Gcmwl

7 _ _n_f de_ (t) — —5—_f g™k dG (6)

ad By iy

= “ —i 1 -G (e + ;)] (13-24)
It can be easily verified that
Pu + P‘u-" + Pu-a =1
Ryg + p s pr =1
Py + P‘ﬂﬂ + pn =
PagtRey + P = 1 (25-28)
(d) Mean Sojourn Time: Mean sojourn time ‘; in state S; is defined as the expected time for which the system

stays in state 5; before transiting to any other state.

In particular, to calculate the mean sojourn time *; in the state S, we observe that so long as the system is in state S,

,there is no transition to state 54, S, and Sg. Hence if T denotes the sojourn time in Sy

Then,
W= [P[Ty=t]dt

- i T T S o
'f ® - dt By g gy

= [et et (hdt = [[em tetialidy — [ o™ (tutultg, dt
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—_ 1 - El;:[:ﬂ;l'l'ﬂi:l —_ 1 EJ':“-I I“ij

Ry ity gty
¥y = [ o o G (Gde = [om et — [ e Be NG dt
= 1 - GE[:C‘;:L'I' %) = l-Ei':l.-'fEiE

By fmg By
¥, = [e~tutetG (dt = felatualige — [o(nateli gy
= 1 — ﬁz(ﬂi'l' ﬂ._::[ = l-ti':l.-"l'li:-i

iy ity [P %
T‘ —_— IEL(L;[LTL— Inl— "]"E
¥y = [Gy(dt= my = ¥,
W= (G (Odt= my = ¥, (29-35)
(e) Conditional Mean Sojourn Time: To obtained the conditional mean sojourn time in state &; , given that the

system is to transit to state Sj ,we define

my = conditional mean sojourn time in state S; /the system is to transit to state Sj
= ..r't"ELl('t;[d't'= .f'td'QLl(t) = E[TI.[]

= - 28, Hm= - 205 (@ emo

In particular, ’
My, = I t:*lg"an'.'ﬂs'ml}tdt= _._I:n,_-l- :;-ln,}“
my = [to, L m
my = [to e Bt etedigy = _I_(n,_ -i:,_ r~—

my, = [ et de ()
myy = [t dey (9
myy = [t~ 4G (1)
m;j.:l = n._‘-;nh..r mﬁl Et:l - lgn';lh _r TE-I: “'—"’“h}t dﬁl E't'j

mgy = S [ w6, () - B[t dg, (g

12 By Foiy

- B e =Cmgug
g m_-ln,,-f tdG, () —ve e dG, (1)

)’ = [y (5 - 2 [T dGy ()
myy = i [ W6, (9 — - [remie g

By Foiy

" ".:“a I WG, (1) - n:-l-n,,'r to”(nateclt dG(t) (36-47)

It can be easily verified that

1
m m My = ——= ¥
+ @2 + 3 eyt un o, o

my + e+ = [td6, (0 = [G,(Ddt= m,
my +mey +my = [td6, (£ = [G,(0dt = m,
my+myy +myr = [wW6, (0 = [G.(Odt= m, (48-51)
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1.6 RELIABILITY OF THE SYSTEM AND MTSF
Let the r.v. T; denote the time to system failure when the system starts from state 5;, then the system reliability according
to its definition is given by
Rit) = P[T, > t]

To determine it, we regard the failed states of the system 5., 5¢, 5., S5, 5; and

Sg, as absorbing states.
By probabilistic arguments, we have

Ry(t) = Eg(t) + qgy (£} @ Ry (0 F qop (8} @ Ry (1) + qga () @ Ry(0)

Ry (1) = Z,(t) + qup (] © Ry(H)

Ry(t) = Z;(t) + qgp(t) © Ry(t)

Ryt = Z5(t) + qge(t) © Ry(t) (52-55)
Where,

'fu;.('t-j = g Gugluglegh

Z,() = "G (g

T, (t) - E-:Hdnl}tgz (€)

Z,(t) = o™l T (g
As an illustration, Rg(t) is the sum of the following contingencies:-

(i) The system remain up in state S; without making any transition to any other state up to time t. The probability of this
contingency is
e (ettattndt = 25(1), (sa)
(ii) System first enters into the state 5; (i=1,2,3) from the state 5, during (u, u+du) u<t, and then starting from 5, (i=1,2,3)
it remain up continuously during remaining time (t-u). The probability of this contingency is
.f; Qo (WR (t—u) + ,f; Qe (WR(t—u) + .f.; Qs (W R5(t—u)
=qge (8} B Ry () + qgp (8) & Rylt) + qge () @ Ry(1)

Taking the Laplace Transform of relation (52-55). The solution for R (&) can be written in the matrix form as follow :-

RS 1 Bl 1

: o Tqn ~9 —90s :
1| "9 1 0 0 Ly (56)
Ril |90 © 1 0 Z3
Rj Qag ¢ ¢ 1 A
For brevity, the argument ‘s’ is omitted from gy (g), Z{'(=) and Rj(s).
Computing the elements of the inverse matrix. We have
a - He ':i’}
Rils) = o (57)
Where,
Ny(s) =25+ qp 21 + 927 + 95l (58)
And
Dy (s} =1— 95910 — 90292 — 96950 (59)
Taking the inverse Laplace Transform of (57), one can get the reliability of the
system when the system start from state 3.
To get the MTSF, we have the following well-known formula:
ML
E(Ty) = [ Ro(t) dt= lim,_o R(s) = E—% (60)

To obtain N, (@) and L*, (&). We use the result
Zo0) =%, and qi(0) = F,
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Thus,

N () =%+ ppu ¥ +tpe¥:+ Pua¥: (61)
And

Dy (0) =1 —pyPw— PeePw — PrPa (62)
Hence

E(Ty)= (¥ +puTy + Pee¥: + 0¥ )/ (1 — Py Pio — PeePoo — Poalas)  (63)

1.7 AVAILABILITY ANALYSIS
Let A (] be the probability that the system is up at epoch t when initially it start from state ;.

To obtain &g( L} we observe all possible exists from &g. So that by total

Probability law, Aq(t) is the sum of the following contingencies:
(i) the system continuous to be up in the state &g until epoch t. The probability of this event is

E-{u,_-l-nn-l-n,}t = z.}('t;f
(ii) The system transit from state 5 to §; (i=1, 2, 3) during time (u, u + du) ; O<u<t and then starting from 5; (i=1, 2, 3), it
is observed to be up at epoch t and the probability of this event is

_l'; Qg (u) dus, (t—u) + I; Qgg () dus (t—u) + _l'Dt Qg () dwdy (t— u)
:ﬂmtﬂ ﬁ‘ﬁﬂﬂ +4qg (£) g'ﬁz (t)+ Qg (£ & Aa(ﬂ

Thus
Ao (1) = Eo () + qgq () © 4. (8 + oo (B} © Ay () + qea (L) T A,(0)

Similarly,

A0 =204 9,000 A0+ O 04D+ OO ®

Ay (£ = Z,(8) + qqq (B @ A,(0) + qnﬂ (0@ a0+ qn'*‘?’ctjﬁ Ay (L)

A (8 = Z3(£) + qqe(E) © A8 + qp; (t.j oA (Y + qan (t}[ A, (L) (64-67)
Taking the L. T. of relations (69-73), the resulting set of algebraic equations is as follows:

Ay (e) = Z5(e) + afy (s)A7(s) + qi (8)A%(s) + qp (s)A5(s)

A (=) = Z7(s) + qip(=)a5(s) + qh“(sjﬁi(s}+ qiz “(=)45 (=)

(=) = 25(2) + q5p ()5 () + asy ()45(s) + a5y ()43 (s)

H5(8) = Z5(s) + aso()aa(e) + agy ()47 () + agy (8)A3(a) (68-71)
Now this set of equations (68-71) can be written in matrix form as:
A" 1 _':JrE-:L _':JEE a -+ s
o ) (e [ e
Al e 1- 91 T QO Zy 72
Al | -e” 1-at o | [E
Azl |-us (@ (% 1 Z3
2 e g
Solve the above matrix for Ag (5], we get
N |
Ay(s) = Hyled (73)

na':*:'
Where,

No(e) = 23 (2-alf")(2 - ) - olfa"]

+Z{[agy(1- 95" ) + 9t + afalag "9a + 921 (1 95 )]
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+Z5lakas +ak(1-an )+ akl(1— 9l Jas +ag 9 )

+zﬂqfﬂ[[1 air J(1- a2 ") — a2y "ai3 ] (74)
oo Y- o) -
—aiolag (1 0] + aGaadl” + afefad 0" + ey (1 - a1
—agolaiay +a5(1- 0]+ agf(1— e oy +ag "0l
—afoatel(1- i )(1- 02"} - aii"aif"] (75)

Now to obtain the steady state probability that the system will be operative when initially it starts from S; , we proceed as
follows by using the result

Zr(0) = [ Z,(dt="¥, And gj(0) =1p,

Therefore,
- - = (s
Ay =lm,_ Ag(t) = Um__;=44(s) = lm__ = ﬁ (76)
Now,

Dy(0)= (- pi J(1- iy ) - PR
—P:.I:-[Pc:-n.[]-— Pag }'I' PozPy i+ Poa EP 21 Pa‘ + pE:L [1 p‘"" }}

—Pzﬁ[PmPE + Pc:w[l— 2 }'l' Pu-a‘E[l P‘ }Pa by PE:L 12 }]

k. E-E
_PEI}PI}E[[:I' Pu }[1 P ]’ Pas Piz ]
=0
Since, Dy(@) = 0. Therefore,
Ay = RN (By using L. Hospital rule) 77)

D, (O Dy
Where,

Ny =o[(1-pif (1 - pi' ) - 03 0]
+¥, [Py (L — P33 ) + PuPar +PwlPi Pss +Pa (1—Pay JH]
¥ [papis + Pea(1- pu 7)1+ me[l Piy JPs +Pas Bia J]
+¥apel(1-pif J(1-p ) - pi Pl (78)

Now, to obtain D)3 , we collect the coefficient of my, = —qﬁ(&j in D;(0) for various value of i and j as follows:

1) coefficient of gy = pmfl - p"?}} + p‘gpl‘ﬂ

2 coefficient of 1z = I:L,_.;;.I:lﬂ + ch:-'[]- - ng }
= Pm[l— Pag — Pos }"‘ P;uﬁ P1o+ P13 )
= I::I.l}(l- - pss }+ p‘i'}p‘:l..:
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(3) coefficient of gy = pPqp [pilfpa? I:D}[l_ Pm} :| + Pu [[1 - PE}P&?"‘ Pa?_} Plr:?]
'|'P&u-[[1 Piq }[1 Pa; ]‘ Piy p‘:L“
= pm{l 22 JPsz —PuobaoPa; +Piobsy (1= Pag ) +Paobiz Paz
+PaPry P-:n '+ paol1 - 033 } PagBiy (1= Pay | = PagBis oy
= ]3,_.;[1 ]11 } ﬂm[]- TJ }13911 ﬂm[l ﬂl o IB}

+IJ.;.J_(1 - }pa Y+ p‘l:-p:l.. pa. + p‘ap:.. Paz o+ pm{l - Pii}}

—Paupfpé'f - Pac:-[l - Pe}} + pl.:.[l - pf}pm +

||5,::|
Piz [1 = Pag }Pal::-
=® [1 Pag }+ F‘"QF‘E p“ﬁﬂfﬂaﬁ paﬁpfplﬂl + Paghy ﬁp:l?

+FEGP;.?P:?
= Pm[l_ F‘nn '|' P"GF;LE_E

. |:|5, |: |9
4 coefficient of ny 5 = pm[l - Pz:}} + Pz pg? + pg&p:?p;f} + P [1 pm. }

6)  coefficientof my’ = (1~ P3| = PeaRag — PoaPaoPyz — Poa pm—.l[1 —pie
=[1— pm }—pptl— Pas ]-+ pu.npﬂﬂ +pmpaﬂ [1 pm
e NGRS
+133.; Pn::-z[l_ g
= [1— pé?} - [1 - pM }-I- p.}ltl p }}+ pm{l— pm. }-I-

+PuPey — Par a1 P |+ Papey Pey — Paa(1—pa | +
Pl}apa }{1 — P ?-}} + Pl}apa“ (1 IZ"I =

=Pu(1-Pi ) +PuPl + PPy Py +Pwm(l— P JPar

(6) coefficient of m‘E“" :‘3 + pmpgg + Pmpzupéi} lﬁllc:-aI3‘stlc:-13l:IF::I
= '-*’»" (ep -
=Py T Pm[l Pi; } Pc:-:LPn 1 pl}EEI P2z }P p'I'EPE:L Pay

_Pmpmps?
= Pc:-:l.[:l - Pg?} + Pc:-a[]- - P‘ }F‘a ¥ Pu&P:?Pa? Pc:-ap‘lz?

*Poa P&-}PE? + Plz? - PMP;? - pmpagpf
= Pﬁl[:l_ P“"}}+ Pﬂ'ﬂtl P‘ }F&?.}'* PII'EPE:L PL Pn + PuﬂPn
+Pmpiﬂ + P&g_ IJII-:LIJE;L P pEI}p":L + Pea Paﬁph

= Pc:-:l.[:l_ Pz }'l' Pgz P::L + pl}EPE:L Pa‘ + PE:-E[]- F‘““ B}

www.ijcsit.com

1304



Pravindra Singh et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 7 (3) , 2016, 1296-1309

@) coefficient of ;g = pmph + PR [1 - Pu }+ Poa P& }[1 - }'l' P P‘lg PE:L
(8) coefficient of mn;} = pin -I- pun F1p -|' P PmPgn PmaPao p‘i"'
= pﬂ,{l— pu } pgpp =4 Pia =4 PoaPi {1— Pﬁﬁ}_PﬁaPEPf

—Poa pEl}p‘L‘

= py [1— pi } + PPy [1 Pﬂ. v+ Pmpi. Piz + PP
0y
+p1~ PPy + DePes P = Palagles + pmpaupf
= pII-:Lp‘:L‘ + 1:1.1,1[1 ng:l"l' Pl}apai}[]- P::_}}'I' p"I'Ep:L‘ pE:L

9) coefficient of rnnn [1 p } P.}lpm Poa Pmpa?_:! Poa Pal::-{l P’ﬂ
= [1— Piq } Pl:-:.[]-_ Pqq }"‘ PII-:LPE Pl}apal}[l_ p;j_}
+paapi Psy ~ a1~ PiT ) + Paapst (1~ P17 )
+pgri (1—piT
= Pﬁlpl? + P-:-&P:?Pa '+ Pmpa?(l ij} + (1 - ;f} - (1 -
11 }+ nmf\-l—ﬂf}—l- ﬂm(I— nu_}— 1:1.“(1— By

= Pl::-:LP:.‘ + P [1 ng} + Pw Pa‘?[l F‘-:f} + plI'EIJ:L‘ p'la?.}
(10)  coefficient of mzy = p.I.EEI— }[1 pm. } Poa P:.?Plz?
=Pc:-a[1—Pnn} pc-apu_[ —pm} Foa [l—pﬂ }p
Pc:-aPac:-Pw

= Pu&P"E:-PL 1 F‘E'E[:l_ Pa; } pﬁﬂ[1 P2 3
+papis fl' ’«}} T Pumfl - pi }‘ P':-ﬂfl‘ F E'}. 3
= F‘nﬂPm[l P4 :'} + Do pnn.pf
(11)  coefficient of mﬂ_} pmpmtl— Pg; }'l' Pm P‘I:-P;L‘
(12)  coefficient of m;f’ = Pg IJ:.G-IJE:_ + LI.}E 1:1;.;;.(1 - ngl'
= P&aPm[i P } PosP1oPao T Pos le::-Pg.? + PrPuPuo

= pc;.apm-.(l Py }+ PwPwPis
Therefore, we have

Dy = [Pm[l— Paa ) + PaoPis ] Eml}l +my +mg) + [Puﬂ.[1 - Py )+ PuPy +
Poabyy Boy + Pc:-a[l - p }P ][mm +my; + mf}'* [P&lp:." +
Pcr[l_ Pu. }'l' Pc:-apa‘ [1 P:u. }'l' PE:-EP:.?PE:. ] [m"c:- + m“%} + m“:L }'I'

[Pu&Pm{l_ Pﬂﬂ }'l' PﬁaP;E:-PJ.‘ ] Emal::-'l'ma .+ mé: )
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Using the relation 21 my = ¥, we get

I, =
[Pm[]-_ P:: ]"" P2 GP;EI] T+
] =1 -4
|:pm_[l - p:: }+ PegPqy + pmpnl p T+ Pu&(l_ P23 }Pa ]ml * PPy +
1:1.1,1(1 F‘:L:L }"‘ F‘-}EF‘E‘ [1 p:u. }'I'
1 1) (b
PuPis Par Jom, + [Pme[l - Pa :I- + PusPuuPis 1oy (79)

Thus, on using (78) and (79) in (77), we obtain the steady state probability that the system is up.

The mean up time of the system during (0, t) is

- ()= _ﬁ;ﬁ.}(u}du (80)
So that,

ug, (5) = %= Y

1.8 Busy PERIOD ANALYSIS

(@) Busy period due to Hardware failure of repair: Let Bf‘ (1;] be the probability that the repairman is busy in the

repair of failed unit, which is fail due to hardware. Using elementary probabilistic arguments yield the following recursive
relations.

Bi(t) = qoq (t) @ BL(L) + qq (0 ©BIE) + qg () ©EF(Y)
Bi(t) = z,_(tj + Qe (OS2 (t} + g5 (8 © Z;(0) + q.4 () DB+
+yis (O ©BIW + r-m fesiw
BI(0) = 920(8) @ BY(®) + agy (0 @ BHO+ a; (0 ©B(D
B0 = g0 (0 @ BY(O) + 01 (9 @ BHO + aiy () @B (82-85)
As an illustration E-ll is the sum of the following mutually exclusive contingencies:

The system transits from &, to S; (i=1, 2, 3) during time (u, u+ du); O<u<t and then starting from repairman is
observed to be busy at epoch t. The probability of this event is

£ sty (B (v — ) = y (ODB} (Y

After taking L. T. of the relations (82-85) and put in matrix form as follows:

“ “ _l
i Yo “Ha
Bg L o _gE 9 0
Bl |F9e T ~l1z 0 | [Z0+aiE+ails
T —qh?“ 1-q5°  © @ (80)
Ejﬂ*‘ =an H'E?-}a —Li'::':':’“ 1 1
Solve the above matrlx for B1*(s), we get
1x
By'(s) =3k S (87)
Where,
NHEEJ =
(B3 + 95,25 + 0520000 1-az ) + Gkt + —9fay 95 +
[t (Edn
1—
Gy [ Ga2 }}_ )

And D} ( =]} is same as in earlier in availability.
Now to obtain the steady state probability that the repairman is busy in repair of failed unit we proceed as follows:
Z7(0) = [ Z,(thdt="¥, and using result qij(¥) =1,
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Therefore, in long run fraction of time for which system is under repair of Hardware failure is given by
1 Npllh _ Ny

Uong(er Dy (89)
Where,
=N3(0) = (¥, + pu¥, +pss¥5) [F‘m.[l P"G}}'F P P.?} + Dpaf} Pay P‘aﬂ +
(= (&
Pay [:1 ~ Py }] (90)
And Dy is same as in availability.
Now, expected busy period of the repairman in (0, t) is
[.I.é:'t:[ = _l'l__: Bldu (91)
So that,
— BE(eD
g (g ==—= (92)

(b) Busy period due to Human error failure of repair: Let Ef ['tj be the probability that the repairman is busy in

the repair of failed unit which is fail due to human error. Using elementary probabilistic arguments yield the following
recursive relations.

Bi(t) = qu (0 @B (D) + Clczﬂ () @ BI(L) + 'J.c:-a () S B3(t)

BI(0) = 0y (0 ©BA(D + 0¥ (0 OB + ¢ (9 ©BI(Y)

Bi(t) = Z3(0) + qoe () @ EE.ETJ T © EF@ + qg (0 @B () +
ay (0 B0 + g (O @ B(Y)

B3(0) = 030 (8) ©B(0) + az; (0 CBI(® 4 a5 © OBI(® (93-96)
After taking L. T. of the relations (93-96) and put in matrix form as follows:
-1
I —dgy —dg
. L @ _ Ee Y ¢
Bl _ =% Yy ~9y i 1]
=7 |-ag —q;”?"‘ 1-¢7 o | 254 qLZi4 qbzs &7
3| |- (a 1 0
B; Hao _qal}f- _ qa‘-::}f-
Solve the above matrix for Bl‘*‘(sj, we get
B3(s) = L%:;ﬁ (98)
Where,
No(e) = (25 + a8 + a2 [ahan + ak(1- o) + aal(1- i Jaly "+
'El}a 'E’;'Ei}]
(99)

And I}, (sj[ is same as in earlier in availability.
Now to obtain the steady state probability that the repairman is busy in repair of failed unit we proceed as follows:
Z0) = _l';zl (thdt="¥; and using result q§, (&) =py

Therefore, in long run fraction of time for which system is under repair of Human error failure is given by
g _ Wa(l _ W,
o T
E; Do (B Dy (100)
Where,

Ng =Ng(0) = (¥; 4 pos¥, + pnFTf}[pmpi? +pa(1-pp )+
pead(1—pit Joi + P pii )] (101)

And L} is same as in availability.
Now, expected busy period of the repairman in (0, t) is
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Sy = [Pl
ug o = _l’l} Bdu
So that,

" L“I"
ud (g) = 202

(102)

(103)

(© Busy period due to Warm standby failure of repair: Let B[] be the probability that the repairman is busy in
the repair of failed unit which is fail due to warm standby. Using elementary probabilistic arguments as in previous, we get

H,

E = If
Ej -
Y

Where,

Ng = E"Fa + Paaq‘a + Pa&q‘?}[Pu& E[i - Pgi} }[1 - P;g}]‘ - P;ﬁ p;.?}]

And L} is same as in availability.

Now, expected busy period of the repairman in (0, t) is
wE() = [ BEdu

So that,

BEY
py () =22

(104)

(105)

(106)

(107)

1.9 PROFIT ANALYSIS

The expected net gain incurred in (0, t) is defined as:

F(t] = Expected total revenue earned by the system during (0, t)

- Expected total cost of repair during time interval (o, t)
- Expected total cost of preparation during time interval (o, t)

=Kol (8 — Kqhi; (6 — Kqu (8 — Kauf (0)

Where,
Ky = revenue per-unit up time.

(108)

K; = Cost per-unit time when the repairman is busy in repair of failed unit due to hardware failure.
K, = Cost per-unit time when the repairman is busy in repair of failed unit due to human error.

K5 = Cost per-unit time when the repairman is busy in repair of failed unit due to warm standby.

The expected profit per unit of time in steady state is given by

B g .
By = L, .. 72 = lim, o s%p(s)

= &, - &l - K, &, - & B
I{.}Li_r;:;l}s qu(sj I{:LE_I:I}S W (2] — Ky Li_r%s w (2] — Ky E—%S Mg (=)

= Kg llm,_ g s45(s) — K lm__ o sBg"(s) — Kglim,__os*u2"(s) —Kglm g szy]‘;‘:s}

=Kghg — K Bj— K Bf — KaB§

(109)

Where A,, BY BZand BE are defined in (77), (89), (100) and (104) respectively.

CONCLUSION:

The reliability of a system without assuming human error
failure may not depict a real picture of the actual
reliability/availability modeling. Therefore the real time
system reliability modeling must include the occurrence of
common cause failures, hardware error and human error.
The transient availability and other performance indices
obtained may be helpful to improve the system availability
in particular when occurrence of common cause failure and
human errors are involved.
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